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Fig. 1. Our approach encodes input light field imagery (b) as a continuous representation of the volumetric attenuator using neural networks (a). Top row

shows the fabricated prototypes using our approach that optimizes both planar (c) and non-planar displays (d). Bottom row compares the central view (red

inset) of the input light field (b) with front-view photographs of printed prototypes (c, d).

Modern 3D printers are capable of printing large-size light-field displays

at high-resolutions. However, optimizing such displays in full 3D volume

for a given light-field imagery is still a challenging task. Existing light field

displays optimize over relatively small resolutions using a few co-planar

layers in a 2.5D fashion to keep the problem tractable. In this paper, we

propose a novel end-to-end optimization approach that encodes input light

field imagery as a continuous-space implicit representation in a neural net-

work. This allows fabricating high-resolution, attenuation-based volumetric

displays that exhibit the target light fields. In addition, we incorporate the

physical constraints of the material to the optimization such that the result

can be printed in practice. Our simulation experiments demonstrate that
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our approach brings significant visual quality improvement compared to the

multilayer and uniform grid-based approaches. We validate our simulations

with fabricated prototypes and demonstrate that our pipeline is flexible

enough to allow fabrications of both planar and non-planar displays.
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1 INTRODUCTION

Light fields are an important visual medium capable of capturing

the visual information of a scene in a compact manner. The gen-

eration of light fields has been made possible by either synthetic

rendering approaches [Gortler et al. 1996; Levoy and Hanrahan

1996] or directly capturing with light field cameras [Marwah et al.

2013; Ng et al. 2005]. Up to now, light field data are still commonly

appreciated via arrays of 2D images or bundles of video frames.
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Modern 3D printers havemade it possible to appreciate the experi-

ence of light field on fabricated displays at high-resolution. However,

optimizing such light-field displays in a full-volumetric setting at

high-resolution is still a challenging task. Previous methods [Wet-

zstein et al. 2011, 2012] have addressed this problem in a 2.5D setting

by discretizing the 3D optimization-space as multiple 2D discrete

layers. These approaches may provide an optimal solution using

linear solvers, but they are highly restrictive in display size and reso-

lution. To address this issue, we propose an end-to-end optimization

using a neural network which encodes the target light field as an

implicit continuous volume.

For a given light field, we optimize for the volumetric attenua-

tion of light by learning to predict the absorption coefficients in a

continuous 3D space. This training is facilitated by a volumetric

ray-casting process which is fully differentiable. Batches of rays are

traced through the implicit volume and their radiance is attenuated

by the medium. Before the printing, a voxel-query can be performed

from this learnt implicit representation of absorption coefficients

according to the target resolution. The resulting 3D grid is then

halftoned [Ostromoukhov 2001] and sent to the 3D printer.

We validate our approach by demonstrating the improvements

over existing mutli-layer approaches with respect to visual qual-

ity, numerical errors, and scalability. We also develop a grid-based

approach, that optimizes on a voxel grid with a fixed resolution,

as the baseline for comparisons. Unlike our neural network-based

optimization, the grid-based approach quickly exceeds the available

memory with increasing display size and resolution. We demon-

strate the practicality of our approach by fabricating a prototype (Fig-

ure 1) using an inkjet 3D printer. We go beyond established current

trends (planar displays) and, for the first time to the best of our

knowledge, showcase non-planar light-field displays. To summa-

rize, our neural light field printing approach makes the following

contributions:

(1) We propose an end-to-end 3D fabrication pipeline that optimizes

implicit volumetric representation using a neural network.

(2) The resultant neural representation is memory efficient and can

be deployed to fabricate displays at different scale and resolu-

tions.

(3) Our design benefits from an existing neural network architec-

ture [Mildenhall et al. 2020] and naturally extends it for fabricat-

ing both planar and non-planar volumetric light-field displays.

2 RELATED WORK

Multilayer Displays. As uncontrolled scattering of light within a

physical volume will undermine 3D effects, multilayer autostereo-

scopic displays are generally designed based on attenuation within

volumes.Wetzstein et al. [2011] demonstrated a successful prototype

of a light field display by stacking multiple printed 2D attenuation

layers. They computed multiple discrete attenuation layers with

well-established tomographic techniques. Recently, tomography has

also been extended to design large scale volumetric projectors [Jo

et al. 2019] for use cases like theaters and classrooms.

With the encouraging progress of LCD technologies, mutli-layer

dynamic LCD displays have been intensively studied. Following the

concept of parallax barriers, Lanman et al. [2010] design a dual-layer

LCD display by stacking a pair of LCD panels and adapting each

panel to multi-view content. Instead of using a layered attenuation

design, the polarization field display [Lanman et al. 2011] constructs

multiple polarized rotating liquid crystal layers to emit dynamic

light fields. Wetzstein et al. [2012] further proposed tensor displays

and generalize the design problem of multilayer LCD displays. These

displays are designed according to predefined resolutions and they

are limited to planar surfaces. In contrast, our display supports

resolution-free designs and we can fabricate light fields on non-

planar surface.

The multilayered fabrication fashion has also been adopted in

other different fields. Holroyd et al. [2011] fabricated mutli-layer

acrylic model to reproduce the appearance of target 3D models by

warping them onto multiple layers. Along the same line, layered

attenutator was also exploited to generate shadow projections of

images under prescribed incident light [Baran et al. 2012].

Volumetric Displays. Blundell et al. [1994] proposed an early vol-

umetric display called a cathode ray sphere. They also defined volu-

metric displays as devices that emit light fields based on emission,

absorption, or scattering of light within a physical volume [Blun-

dell et al. 1993]. Favalora [2005] summarised several common ap-

proaches to achieve volumetric displays. Swept volume displays use

rotating LCD panels [Maeda et al. 2003] or parallax barriers [Yendo

et al. 2005] to deflect light rays. Based on this principle, Cossairt

et al. [2007] designed a horizontal parallax-only swept volume dis-

play that can handle view-dependent occlusions. Jones et al. [2007]

further introduced a high-speed video projector and a spinning

holographic diffuser to achieve both horizontal and vertical parallax.

Projection media other than LCD or LED were also explored. Nayar

and Anand [2007] devised a display by making use of a cloud of

passive optical scatters in a glass cube, and water drops [Barnum

et al. 2010] were also used as voxels for constructing a multilayer

display.

For attenuation-based volumetric displays, an analysis [Gotoda

2010; Wetzstein et al. 2011] has been developed to convert contin-

uous volumes to separated masks, where masks are optimized by

solving a linear equation system. Using a similar volumetric ap-

proach, Mitra and Pauly [2009] proposed to use a shadow volume

to generate shadow art. Loukianitsa and Putilin [2002] presented an

early design of a 3D display by stacking two-layer LCD panels. They

used a neural network in their design to compute pixel values to be

shown on each 2D LCD panel. In contrast, we directly operate on

continuous 3D volumes instead of a few separated layers. Our neu-

ral network learns the continuous 3D volume representation from

input light fields. This allows us to fabricate the high-resolution

light field using 3D printers.

Neural Networks & Light Fields. Deep neural networks [Bengio

et al. 2012; Krizhevsky et al. 2012; LeCun et al. 2015] have shown

remarkable achievements in encoding highly complex functions in

a non-linear fashion. Recent works [Lombardi et al. 2019; Milden-

hall et al. 2019; Sitzmann et al. 2019] used neural networks to learn

implicit representations from imagery without requiring any ex-

plicit geometry. Simple MLP-based architectures have also shown

remarkable improvements in both view synthesis [Mildenhall et al.

2020] and in encoding complex light interactions [Kallweit et al.

ACM Trans. Graph., Vol. 39, No. 6, Article 207. Publication date: December 2020.
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2017]. In this paper, we employ a neural network to encode a full

3D representation of light field imagery in a scene-dependent setup.

Our model builds upon the recent MLP-based architecture [Milden-

hall et al. 2020] that extends a vanilla MLP with positional encoding

to encode the underlying light field imagery for view synthesis.

Appearance 3D Printing. The recent introduction of high-resolution,

multi-color inkjet 3D printers [Stratasys 2020] has enabled creating

photorealistic 3D prints. Brunton et al. [2015] proposed an algorithm

for managing the color reproduction workflow. Babaei et al. [2017]

introduced a color reproduction algorithm, called contoning, for 3D

printing without the need for halftoning. Shi et al. [2018] extended

the contoning framework to reproduce the spectra of oil paintings

using an inkjet 3D printer. In response to the significant volume

scattering of some 3D printing inks, Elek et al. [2017] proposed a

color reproduction technique that preserves the texture by simulat-

ing the subsurface cross-talk between neighboring voxels. Sumin

et al. [2019] extended this scattering-aware approach to arbitrary

3D shapes with potentially thin geometric features. In the context

of light fields, Tompkin et al. [2013] and Saberpour et al. [2020]

used an inkjet 3D printer to build all-in-one lenticular displays on

flat and curved surfaces, respectively. Similar to their device, we

use a two-material (black and clear) inkjet 3D printer to fabricate

attenuation based volumetric displays.

3 BACKGROUND

We aim to fabricate static 4D light fields. To understand the process

of light field formation through a volumetric attenuator, we use a

L (u,v,s,t)

t

s u

v

Display Backlight

standard two-plane light field

parameterization [Levoy and

Hanrahan 1996]. As shown

in the side figure, light rays

from a uniform backlight tra-

verse a volumetric attenuator

and form a light field. This

process is commonly referred as the forward imaging model. Let

the initial radiance carried by a ray(𝑢, 𝑣, 𝑠, 𝑡) from the backlight be

𝐿𝑖 (𝑢, 𝑣, 𝑠, 𝑡). Our notation implies scalar radiance (gray scale), but

the formulation can trivially be applied to any type of spectral color

sampling by replacing scalar radiance with a vector. The initial ray’s

radiance is attenuated after it traverses the volume by the mate-

rial in the blue box. Given the light field is temporally static, the

attenuated radiance can be written as

𝐿𝑜 (𝑢, 𝑣, 𝑠, 𝑡) = 𝐿𝑖 (𝑢, 𝑣, 𝑠, 𝑡) ·𝑇 (𝑢, 𝑣, 𝑠, 𝑡), (1)

where 𝑇 (𝑢, 𝑣, 𝑠, 𝑡) gives the transmittance of the medium. It aggre-

gates the comprehensive interactions between light rays and the

volume, such as emission, scattering and absorption. We assume

our printing materials have no self illumination (e.g., fluorescence)

and their scattering is negligible. We further assume the volumet-

ric attenuator has a continuously varying medium density. Hence,

we approximate the modulation in the light according to the Beer-

Lambert law,

𝑇 (𝑢, 𝑣, 𝑠, 𝑡) = 𝑒−
∫

𝑧

0
𝜇 (𝑧)𝑑𝑧 , (2)

where 𝜇 (·) is the absorption coefficient and 𝑧 represents the distance

travelled along the ray. With Equation 1, we can compute the 4D

light field emitted by the volumetric attenuator.

4 NEURAL VOLUMETRIC DISPLAY

For the forward imaging model in Section 3, the goal is to compute

the light field emitted by the volumetric attenuator. By contrast, we

only have the target light field and we aim to find the volumetric

attenuator for printing such that the final result provides us with a

light field that is close to the target. This requires an inverse imaging

model. In this section, we firstly describe the formulation of the

inverse problem and then describe our approach to learn a neural

representation of the desired volumetric attenuator.

4.1 Formulation

We consider an outgoing ray 𝑟 = (𝑢, 𝑣, 𝑠, 𝑡) from the volumetric

display and denote its radiance as 𝐿𝑜 (𝑟 ). Based on Equation 1, we

can relate it to the incoming radiance 𝐿𝑖 (𝑟 ) from the backlight

as 𝐿𝑜 (𝑟 ) = 𝐿𝑖 (𝑟 ) · 𝑇 (𝑟 ). By plugging Equation 2 and taking the

logarithm, we obtain the accumulated material absorbance along 𝑟

as

𝛼 (𝑟 ) = − ln
𝐿𝑜 (𝑟 )

𝐿𝑖 (𝑟 )
=

∫ 𝑝𝑜 (𝑟 )

𝑝𝑖 (𝑟 )
𝜇 (𝑧)𝑑𝑧. (3)

Here 𝑧 denotes a location along the ray 𝑟 , and 𝑝𝑖 (𝑟 ) and 𝑝𝑜 (𝑟 ) are the

points where 𝑟 enters and exits the volume, respectively. Denoting

the target light field as 𝐿𝑔𝑡 (𝑟 ), Equation 3 immediately determines

the ground truth absorbance 𝛼𝑔𝑡 (𝑟 ) = − ln(𝐿𝑔𝑡 (𝑟 )/𝐿𝑖 (𝑟 )).

To determine the unknown volumetric absorption function that

will reproduce 𝐿𝑔𝑡 (𝑟 ), let us assume that it is parameterized by a

set of variables Θ = {𝜃𝑖 }. We write the absorption coefficient 𝜇 in

Equation 3 as 𝜇Θ. In addition, we write the accumulated absorbance

corresponding to 𝜇Θ as 𝛼Θ(r) along 𝑟 . Now we can express the

problem of finding 𝜇Θ as the following optimization problem over

the unknown parameters Θ,

argmin
Θ

∑

𝑟 ∈𝐹

D
(

𝛼𝑔𝑡 (𝑟 ), 𝛼Θ (𝑟 )
)

, (4)

where 𝑟 is a ray sampled from the target light field 𝐹 , and D is a

loss function.

4.2 Grid-based Volumetric Representation

Our Inkjet 3D printers are raster devices, i.e., they print a multi-

material grid of physical voxels. This motivates us to discretize the

volume of the desired volumetric attenuator as a grid of virtual

voxels. In this case the optimization variables Θ are the voxel values,

and we can directly determine them by solving Equation 4.

We construct a virtual voxel grid which has the same resolution

as the physical version for 3D printing. Each voxel has a size equal

to the physical voxel and is associated with an absorption coefficient,

which corresponds to one optimization variable 𝜃𝑖 ∈ Θ. Formally,

the continuous function 𝜇Θ is given by the continuous interpolation

of the voxel values. In our implementation we use nearest neighbor

interpolation, which could easily be replaced with other, higher

order interpolation schemes.
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Fig. 2. Architecture of our neural network. FC stands for fully connected

layers and ReLU means the rectified-linear-unit activation.

To print 3D models in high precision, a prohibitive number of

small voxels are needed. Since the grid-based approach has an ab-

sorption coefficient for each voxel, it will have to optimize a high

number of variables and, therefore, requires a large amount of data

to optimize for. This motivates us to seek another representation that

is not limited by the final printing precision during the optimization

stage.

4.3 Neural Network-based Volumetric Representation

Neural networks are known to be general function approximators

for many problems. In theory, neural networks with adequate capac-

ity can approximate any non-linear function. Therefore, we consider

representing the function 𝜇Θ as a fully-connected neural network,

also known as a multilayer perceptron (MLP). Here, the optimization

variables Θ represent the trainable parameters of the neural net-

work. Since 𝜇 in Equation 3 is a function of a position 𝑝 = (𝑥,𝑦, 𝑧)

defined in Euclidean space, we consider using a position vector as

the input to our neural network. The output of our neural network

is the absorption coefficient 𝜇.

Our MLP architecture is shown in Figure 2. Each hidden layer

has 512 neurons. Each neuron accepts the outputs of the preceding

layer, conducts a multiply-add computation, and applies a nonlinear

ReLU activation before sending an output to next layer. Initially, we

input coordinates of position 𝑝 directly to the neural network after

scaling them to [−1, 1]. The MLP merely using original coordinates

as input, however, has difficulty in learning lighting and geometric

details from the target light field. In a recent work, Mildenhall et al.

[2020] show that positional encoding [Rahaman et al. 2018] helps

learn high frequency details for radiance fields. It transforms each

coordinate of 𝑝 to a higher dimensional space using sinusoidal func-

tions: 𝑝 → (𝑝, sin 20𝑝, cos 20𝑝, . . . , sin 2𝑀−1𝑝, cos 2𝑀−1𝑝) . A related

theoretical analysis of positional encoding, as one of the Fourier

feature mappings, can be found in Tancik et al. [2020]. We leverage

positional encoding to get an encoded vector of the position. In addi-

tion, we append the original three-dimensional direction 𝜔 to the

encoded vector.

To better transport the input data to the later layers of the net-

work, we use skip connections [He et al. 2016] which concatenate

the encoded input to the following two layers. We experimentally

find this makes our deep neural network training more efficient and

slightly improves the quality.

4.4 Attenuation-based Volumetric Ray Casting

To solve the minimization problem formulated in Equation 4, we

extract ray samples from a target light field 𝐹 and cast rays into

the volume which is now represented as a neural network. Our ray

casting process is different from the standard volume rendering

technique [Drebin et al. 1988], which is adopted in recent research

work [Lombardi et al. 2019; Mildenhall et al. 2020]. Traditional

volume rendering computes an additive blending of volumes of

color and opacity, whereas our rendering process simulates the

physical process of light field formation by attenuating light in the

volumetric display.

As defined in Equation 3, we compute 𝛼Θ(𝑟 ) for each ray. Note

that the absorbance depends on the parameters Θ of our absorption

function. We use the parametric form to express a ray as 𝑝 = 𝑟𝑜 +

𝑧𝑟𝜔 , where 𝑟𝑜 denotes the origin, 𝑟𝜔 is the direction and 𝑧 is the

parametric distance along ray 𝑟 . Hence, 𝛼Θ can be rewritten as

𝛼Θ = −

∫ 𝑧𝑜

𝑧𝑖

𝜇Θ (𝑟𝑜 + 𝑧𝑟𝜔 )d𝑧. (5)

Here, 𝑧𝑖 and 𝑧𝑜 are parametric distances from the origin of 𝑟 to the

intersection points on the near surface and far surface of the volume,

respectively.

Note that our optimization over the volume of a display can ac-

commodate any display geometry. This benefit allows us to optimize

and print light fields onto displays with non-planar geometries. For

planar surfaces, we can compute parametric distances, 𝑧𝑖 and 𝑧𝑜 , by

ray-plane intersections. For non-planar surfaces, we find them by

solving two ray-surface intersections. Note that we ignore reflec-

tions of rays on surfaces as reflected rays do not enter the volume

and we simulate refraction of rays when entering and exiting a

volume with the index of refraction being 1.5.

Our neural network learns a density field of absorption coeffi-

cients. Given a trained neural network, 𝜇Θ of every location in the

volume is readily available. To solve the integral of 𝜇Θ, we consider

ray segments that are located in the volume. By using the parametric

form of a ray, the segment is defined by [𝑧𝑖 , 𝑧𝑜 ]. As configured in

the parallel beam tomography approach [Wetzstein et al. 2011], we

conduct parallel volumetric ray casting into the volume. For each

ray, we firstly find the section that is within the volume and segment

it into 𝑆 bins with equal length. We then use stratified sampling to

find intermediate 𝑆 samples from these bins. With these samples,

we can compute the integral with a numerical integration approach,

the rectangle rule. For each interval delimited by these samples, we

use the right sample of each interval and compute 𝛼Θ as

𝛼Θ = −

𝑆+1
∑

𝑗=0

𝜇Θ (𝑟𝑜 + 𝑧 𝑗𝑟𝜔 )




𝑧 𝑗+1 − 𝑧 𝑗






2 , (6)

where 𝑧 𝑗 denotes sample locations generated using stratified sam-

pling in the interval [𝑧𝑖 , 𝑧𝑜 ] and ∥·∥2 calculates the L
2 distance

along a ray between the two points defined by adjacent two samples

of parametric distance. This is the place where the actual thickness

of our final volumetric display comes in. Larger thickness allows

longer average traversing distance for rays entering the volume.

4.5 End-to-end Optimization

Our volumetric ray casting computes 𝛼Θ (Equation 6) as a linear

combination of weighted samples of 𝜇Θ, thus the derivatives of 𝜇Θ

ACM Trans. Graph., Vol. 39, No. 6, Article 207. Publication date: December 2020.
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with respect to Θ can be easily computed. We implement the volu-

metric ray casting process along with the neural network in a deep

learning library that supports automatic differentiation. This enables

an end-to-end training of our neural network using a stochastic

gradient descent (SGD) based optimizer.

During optimization, we sample rays from the target light field

to solve the minimization problem (Equation 4). For the difference

functionD, we use anL2 loss alongwith a regularization in training,

D
(

𝛼𝑔𝑡 (𝑟 ), 𝛼Θ (𝑟 )
)

=

1

𝑁

∑

𝑟 ∈𝐹

(

𝛼𝑔𝑡 (𝑟 ) − 𝛼Θ
(𝑟 )

)2
+ 𝜆 ∥Θ∥22 , (7)

where 𝑁 is the number of rays, 𝑟 is a ray sampled from the target

light field 𝐹 , 𝛼Θ (𝑟 ) is the predicted absorbance computed via volume

ray casting, and 𝛼𝑔𝑡 (𝑟 ) is the ground truth absorbance. Hyperpa-

rameter 𝜆 is assigned with 0.0001. We also tried L1 loss function for

training, but L2 performs better in terms of overall visual quality

across different test scenes.

5 FABRICATION

Our neural network learns continuous, spatially-varying volumet-

ric absorptions that generate desired light fields. For fabricating

the light field, we first sample the learned density of absorption

coefficients according to the target print resolution. In practice, we

regularly sample nine directions for the inference stage and find

a mean of the output density. We then halftone the continuous

density values slice-by-slice using an error diffusion algorithm [Os-

tromoukhov 2001]. For printing, we utilize a two-material (black

and clear) inkjet 3D printer (Objet260 Connex) to print the display.

The highest precision of the printer is 84 µm × 84 µm laterally, with

30 µm slice thickness.

Since our printer supports printing with a combination of a black

and a clear material, we print our prototypes in gray.With the recent

introduction of colored, transparent materials to inkjet 3D printing,

e.g., Vero Vivid from Stratasys, our approach could be extended to

color printing in a straightforward manner.

Unfortunately, the printer software only supports meshes with

a limited number of triangles (about 10 millions). This limits the

number of voxels we can use for printing and therefore the size

and/or resolution of the display. We show printed prototypes with

resolutions 512 × 384 × 24 (Figure 1). Simulated results with high

resolution grids spanning the full thickness range of a display can

be found in the supplemental.

5.1 Material Calibration

In our two-material setup, we use a clear material, VeroClear, to fabri-

cate transparent parts and a black material, TangoBlack, for the dark

LCD

Ramp

Camera

parts. We assume the scatter-

ing is insignificant and the

clear material has an absorp-

tion coefficient of zero. For

measuring the absorption co-

efficient of the black material,

we take a dictionary-based

approach [Gkioulekas et al.

2013] where we compare a

printed model to many of its

rendered counterparts with varying absorption coefficients. We

search for the absorption coefficient that leads to the best match to

the print.

We start by printing a ramp-shaped model in TangoBlack. This

model is composed of 15 rectangular columns with varying heights.

The illumination, provided by a LCD, comes from behind the ramp.

Discarding the color information, we take a single channel HDR

photo of the illuminated print. By dividing the photo of the print

by the background illumination image, we obtain a map of trans-

mittance. After averaging, we further obtain a single transmittance

value for each rectangle leading to a transmission profile for the

print. For creating the rendered dictionary, we handcraft a virtual

scene with the same setup as in reality, and calculate a transmission

profile per scene. We regularly sample the absorption coefficient

𝜇 ∈ [0, 10] (mm−1) with a step size 0.05 and render an image for the

scene per step. Finally, we find the nearest neighbor to the trans-

mission profile of our print from within the rendered dictionary

using an acceleration data structure. With a similar setup, Elek et al.

[2017] measures scattering parameters of material samples, whereas

our acquisition focuses on the absorbance.

Photo Simulation

Fig. 3. Captured gray-scale photo of the printed ramp model (left) and

simulated result (right) of the corresponding virtual scene.

6 EXPERIMENTS

6.1 Training Settings

We implement our neural network based on the Tensorflow li-

brary [Abadi et al. 2015] and run it on a Nvidia RTX Titan GPU.

Specifically, we use the Adam [Kingma and Ba 2014] optimizer with

a learning rate 1 × 10−4 and keep other parameters as their de-

fault values. The learning rate is exponentially decayed every 1000

epochs with a rate 0.8 and then is kept constant after it drops below

1 × 10−5. Before training, we initialize kernel weights with Glorot

uniform initialization [2010] and all kernel biases with zeros. When

training the neural network, the mini-batch size is set to 1200 and a

batch of data are randomly shuffled before feeding into the neural

network. For each ray, we sample 64 points using stratified sampling

as described in Section 4.4. The encoding length𝑀 for position is

set to 10. Note that we sample batch data from all training views

instead of sequentially sampling data from individual views.

6.2 Evaluation Setup

Dataset. In our experiments, we adopt synthetic light field data

from off-the-shelf renderers. Synthetic data provides readily avail-

able camera poses which are required by our learning algorithm. We

use light fields of five scenes from publicly available datasets [Wet-

zstein et al. 2011, 2012]. Each light field has 7 × 7 views and every
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Ours Grid, Linear Grid, SGD Layered3D Ours Reference

Fig. 4. Quality comparison between our, Layered3D and grid-based approach on the Buddha, Green Dragon, and Dice scene. Note that, for Ours, we

demonstrate a test-view that was not part of the training dataset. For the grid-based approach, we show results obtained by the linear and the SGD solver,

respectively. More details are in Section 6.3. See also the supplemental for more results with GIF animations and rendered high-resolution views.

view has a resolution of 512 × 384. Also, we render new light fields

of the Red Dragon scene and the Book scene using the PBRT [Pharr

et al. 2016] renderer. Our light field dataset covers a wide range of

variations. The Butterfly and Buddha scenes are abundant in geom-

etry details, while the Green Dragon, Dice and Car scenes feature

depth-of-field and glossy or specular highlights. The Red Dragon

and Book scenes are configured for analysis of form-factors and

depth-of-field.

For each light field, we hold out one view for test and use the

other views in training. After optimization, we test each method on

the same test-view to ensure fair comparisons. Note that test-views

are not used in the optimization processes for all methods.

Evaluated methods. For the rendering simulation, we mainly com-

pare our approach with Layered3D [Wetzstein et al. 2011]. We use

its original Matlab implemention and set the number of layers to five

according to the specifications in the original work. We also imple-

ment the grid-based approach (Section 4.2) and use it as the baseline.

The grid-based approach firstly discretizes the volume into a grid

of voxels, where the resolution of the grid is pre-defined based on

the target resolution for printing and each voxel is associated with

a three-channel absorption coefficient. We can directly optimize

absorption coefficients on the voxel grid with the Adam optimizer

using default parameter settings and a batch size 500𝐾 . In addition,

we leverage a constrained large-scale trust-region reflective linear

solver [Coleman and Li 1996], which was adopted in Layered3D, to
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Table 1. Numerical performance of all evaluated methods on the Buddha, Green Dragon and Dice scenes. This evaluation is conducted on the rendered test

views. The image quality is measured with PSNR and SSIM (higher is better), and MAPE (lower is better).

Scene
PSNR SSIM MAPE

Grid, Linear Grid, SGD Layered3D Ours Grid, Linear Grid, SGD Layered3D Ours Grid, Linear Grid, SGD Layered3D Ours

Buddha 22.7003 24.9623 25.0305 36.1927 0.8597 0.8648 0.8779 0.9542 0.0939 0.0721 0.0773 0.0252

Dragon 24.5019 24.4379 25.3789 34.3736 0.9332 0.9077 0.9361 0.9578 0.1127 0.1182 0.1093 0.0537

Dice 27.6937 30.1179 30.2448 36.6209 0.9419 0.9557 0.9535 0.9727 0.0569 0.0404 0.0464 0.0221

Prototype Slice 1 Slice 9 Slice 17 Slice 21

Fig. 5. Front view of the printed planar prototype of the Butterfly scene. The prototype is printed with 24 slices. We show a visualization of absorption

coefficients of slice 1, 9, 17, and 21.

optimize for the grid-based approach. Our method, however, per-

forms continuous-space optimization and does not presume any

fixed-resolution voxel-grid structure.

Evaluationmetrics. We evaluate the quantitative quality of simula-

tion with three metrics: Peak-Signal-Noise-Ratio (PSNR), Structural

Similarity Index (SSIM) [2004] and Mean Absolute Percentage Er-

ror (MAPE). MAPE is computed over all 𝐾 pixels as 1/𝐾
∑𝑁
𝑖=1 |𝑝𝑖 −

𝑔𝑖 |/(𝑔𝑖 + 𝜖), where 𝑝𝑖 and 𝑔𝑖 are the pixel values of the re-rendered

image and the reference image respectively, 𝜖 is set to 0.02.

6.3 Results

Simulation. In Figure 4, we compare our approach with Lay-

ered3D and the baseline grid-based methods on the Buddha, Green

Dragon and Dice light fields. All methods share the same display

thickness 12.5 mm. For the grid-based method, we present its re-

sults from both the linear solver and the SGD solver as described

in Section 6.2. Given the specified display thickness, the grid-based

approach can hardly extend to high-resolution voxel grids due to

high storage cost. In practice, we find that the highest resolution

of the grid that can be trained on our GPU using the SGD solver is

512× 384× 60. However, a grid resolution higher than 512× 384× 46

leads to an under-determined optimization which is not supported

by the linear solver. We, therefore, set the resolution of the grid for

the baseline to 512 × 384 × 45.

In the test stage, we run all methods to render the same test view

(the 41-st view) of each scene to allow a fair comparison. As shown in

Figure 4, both solutions to the grid-based approach show blurriness

near boundaries (see insets of the Buddha scene and the Dice scene)

and exhibit objectionable color artifacts (see insets of the Dragon

scene), whereas Layered3D is plagued with the ghosting artifacts

at the rims of objects. Our approach generally provides rendered

views with higher visual quality than the compared methods. We

tabulate the numerical evaluation results in Table 1. For all scenes,

our method achieves lower errors than other methods, which is

consistent with the visual quality advantages of our approach.

Prototyping. In Figure 1, we demonstrate our approach with 3D

printed prototypes of the light field of the Butterfly. As the printing

workflow of Section 5, we sample absorption coefficients according

to the target resolution and halftone them for 3D printing. Figure 5

shows a visualization of optimized absorption coefficients from the

planar prototype. Going beyond the planar prototype, we fabricate

a prototype with a non-planar serpentine shape (Figure 1(d)).

After encoding a light field with a neural network, we can print

prototype with an arbitrary precision supported by the printer. How-

ever, the software of our Objet260 3D printer has a limit on the size

of the input meshes. This constraint limits us to printing small-scale

models. For the prototype of the Butterfly scene, we use the highest

printing precision 84 µm for the height and width dimension. For

the depth dimension, we discretize the learned representation into

24 slices and each slice has a depth 0.21 mm. Finally, the prototype

has a size 43.0 × 32.3 × 5.1 mm.

7 DISCUSSION

Comparisons with multilayer approaches. Layered3D optimizes

multiple discrete 2D layers, while our approach optimizes on a con-

tinuous volume, in which it integrates the transmittance along rays.

Figure 6 investigates the capacity of our continuous representa-

tion and the layer-based representation by comparing rendered test

views, where we vary the number of layers of Layered3D from 5

to 45. As indicated by red arrows, Layered3D suffers from ghosting

and color artifacts.

The statistics of unknowns and run-time memory footprints are

listed in Table 2. Layered3D formulates the problem as a constrained

linear system. It uses a fixed number of discrete 2D layers and

pre-computes a ray propagation matrix which it solves efficiently

with a linear solver. In our case, the training time comprehensively

hinges on hyper-parameters like training epochs and mini-batch
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Layered3D 5 layers Layered3D 20 layers Layered3D 35 layers Layered3D 45 layers Ours Reference

PSNR 29.4445 30.0561 29.0419 28.4675 34.2322
SSIM 0.8793 0.9109 0.8911 0.8821 0.9240

Fig. 6. Comparisons between our method and Layered3D using different number of layers. The maximum iterations of Layered3D is 15, that is the same as in

the original paper. Our neural network is trained for 3000 epochs and each epoch has 20 batches. The display thickness is 12.5 mm.

Grid, Linear Grid, SGD Layered3D, Linear Layered3D, SGD Ours Reference

PSNR 22.9072 23.4009 23.3177 23.3769 35.9354
SSIM 0.8096 0.8300 0.8194 0.8287 0.9500

Fig. 7. Comparisons of the grid-based method, the layer-based method and our approach on the 9-th test view. The display thickness is 12.5 mm.

Table 2. Comparisons of parameter counts, optimization timings and run-

ning memory. Our neural network has eight hidden layers, each with 512

neurons. CPU denotes the RAM of a workstation and GPU denotes the

VRAM of a graphics card.

Solutions Parameters Timings (h) Memory (GB)

Layered3D-5 (CPU) 2949120 0.171 2.794

Layered3D-20 (CPU) 11796480 0.699 11.245

Layered3D-25 (CPU) 14745600 0.995 14.925

Layered3D-35 (CPU) 20643840 1.109 20.298

Layered3D-45 (CPU) 26542080 1.320 24.712

Ours (GPU) 1942019 1.453 2.659

size. Furthermore, our approach finds the absorbance via a numerical

integration (Equation 6), where the number of samples on a ray also

affects the training time. Note that the peak usage of main memory

by Layered3D with 45 layers is higher than the VRAM size of our

GPU.

Additionally, we show the optimization time cost and quality

measurement in Figure 10, which tells that increasing the number

of layers for Layered3D does not lead to a consistent quality im-

provement. Instead, more layers lead to higher time cost and inferior

quality, although 45 layers possess 13 times more parameters than

our neural network.

Comparisons using equal number of unknowns. To demonstrate

that our neural network based implicit representation is more com-

pact, we conduct a comparison with the grid-based representation

and the layer-based representation [2011] under the condition of

equal number of unknowns. The compared methods are configured

with four RGB layers and each has a resolution of 512 × 384, which

leads to 2, 359, 296 parameters. Accordingly, we employ a neural

network with eight hidden layers and 565 neurons per layer, which

Table 3. Optimization timings and running memory of the equal-unknowns

comparisons. Our neural network uses eight hidden layers and 565 neurons

per layer.

Solutions Timings (h) Memory (GB)

Grid-based, Linear (CPU) 0.196 2.359

Grid-based, SGD (GPU) 2.440 1.362

Layer-based, Linear (CPU) 0.164 2.541

Layer-based, SGD (GPU) 2.320 1.238

Ours (GPU) 2.162 4.429

amounts to 2, 352, 663 parameters. For the two compared methods,

we solve themwith both the trust-region reflective linear solver (Lin-

ear) and an SGD algorithm as used in our approach. The maximum

iteration count of the linear solver is set to 15.

From images of the grid-based representation and the layer-based

representation in Figure 7, ghosting and blurriness artifacts (indi-

cated with cyan arrows) can be observed on the statue and the

background character. The SGD solver performs slightly better than

the linear solver in terms of numerical measurement but the advan-

tage is relatively small. Our result presents fewer visual artifacts

compared to others. Also, Table 3 lists the optimization timings

and the running memory footprints. By formulating the grid-based

approach and the layered-based approach as linear systems, the

linear solver can efficiently find solutions but it does not lead to

visually pleasing results. On the other hand, the time cost of the

SGD solver depends on epochs, number of batches per epoch, and

mini-batch size. For the SGD solver, we run 3000 epochs with 20

batches per epoch. Our batch size is 1200, whereas it is 500K for the

compared methods.

Transmission maps. In Figure 8, we investigate the optimization

evolution of our approach compared to Layered3D. Layered3D is as-

signed with five discrete layers which the method optimizes directly

whereas our approach learns absorption coefficients in a continuous
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Fig. 8. Comparisons of transmission maps from Layered3D (upper four rows) and our approach (lower four rows). The thickness of the display is 12.5 mm. The

rightmost column shows the rendered test views.

space. We, therefore, get the approximate five transmission maps

by integrating learned absorption coefficients. For Layered3D, we

visualize its transmission maps and the corresponding rendering

of the test view at iteration 2, 4, 7, and 15. Accordingly, we present

our integrated transmission maps at training epoch 100, 500, 1500,

and 3000. In the transmission maps of Layered3D, ringing and blur-

riness around the contour of the butterfly can be clearly observed.

This explains the ringing artifacts in the rendered image. On the

contrary, our transmission maps gradually get sharper along the

training and the details in local regions are better preserved. The
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Fig. 9. PSNR (left) and SSIM (right) of Layered3D and our approach on the

test view. Layered3D is measured at iteration (I) 2, 4, 7, and 15, and our

approach is measured at epoch (E) 100, 500, 1500, and 3000.

numerical quality measurements of rendered images are presented

in Figure 9.

Architecture. Figure 11 compares the performance of different

architectures. Here, we control the complexity of a neural network

by the number of hidden layers 𝐷 and the number of neurons𝑊

per layer. For the D8W512 architecture, we include its variant with

skip connections (Figure 2) in the comparison. For other compared

architectures, skip connections are by default not used.

For each case, we train the neural networks for 3000 epochs, test

them every 10 epochs, and evaluate rendered images in terms of

PSNR and SSIM. As shown, deep and wide architecture generally

provides better numerical performance. In addition, skip connec-

tions bring slight extra improvement. For the D8W512 architecture,

we present its training dynamics in the supplemental to measure

the quality improvement during training. Also, its average time cost

for rendering a view with resolution 512 × 384 using 64 samples on

each ray is 11.2 s.

Field of view. In Figure 12, we investigate the capability of our

neural network to learn light fields with large fields of view (FOV).

Since volumetric displays allow only finite depth of field, we render

the target light field of the Red Dragon scene with defocus blur.

Three light fields of the scene are rendered by setting the FOV angle

to 10, 20, and 40 degrees. To adapt to a higher FOV, we accordingly

provide more views to the neural network. Specifically, we render

7 × 7, 9 × 9, and 11 × 11 views of the three light fields respectively.

For each light field, we reserve its central view for test and use the

other views in training.

We separately train a D8W512 neural network on each light field

for 3000 epochs. As can be observed, the neural network trained

on FOV 10◦ has the closest appearance to the reference. As the

FOV increases, the neural network will gradually compromise the

spatial resolution to learn wider angular changes. Note the head of

the dragon in the case of FOV 40◦ gets blurrier than others. The

trade-off between angular resolution and spatial resolution confirms

the findings reported in the previous work [Tompkin et al. 2013].

Thickness of display. The number of layers and display thickness

are two crucial factors for designing multilayer displays. Since our

approach optimizes on continuous volume instead of discrete lay-

ers, we consider the impact of display thickness. Figure 13 shows

comparisons of our approach using different thickness for the Dice

scene. The edge length of a die is approximately 15 mm. As can be

seen, when encoding the light field within a display of very small

thickness, e.g., 0.8 mm, the rendered test view significantly lose
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Fig. 10. Image quality comparisons on the test view of the Car scene. Dots

of Layered3D present its overall optimization time and final quality. For our

method, we also show the quality measurement along the training.
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Fig. 11. Evaluations of different neural network architectures by training

on the Butterfly scene. Both PSNR (left) and SSIM (right) are measured on

the test view.

contrast. Note the bright dots on dices are washed out. This issue

can be alleviated by increasing the thickness. With a thickness of

6.5 mm, the rendered result achieves the appearance and contrast

which are close to the reference.

7.1 Limitations and Future Work

One limitation of our approach is that the printed volume can only

support finite depth of field. We investigate this issue by training

our neural network on a sharply focused Book scene. We render a

7 × 7 light field of the scene with the FOV as 20◦ and set the display

thickness to 12.5 mm. It can be observed from the comparison in

Figure 14 that only finite depth of field is rendered in the test view.

The pink rabbit and rear part of the book get blurred because they

are located outside of the finite depth-of-field range.

Another practical issue is our training time cost compared to

Layered3D using only a few layers. Since our approach adopts the

mini-batch Adam optimizer, its training time is majorly affected by

mini-batch size, training epochs, and batches per epoch. In addition,

our approach learns the volume density within a continuous space

and the number of samples on rays used for evaluating absorbance

also functions as an affecting factor of the training time. As demon-

strated in multiple results, our method brings improvements in both

visual quality and numerical performance. In practice, the training

process does not hinder the application of our approach, as the

training is only conducted once before the printing.

Although the MLP serves well to our needs, it is possible to use

other sparse representations like wavelets [Mallat 1999] to have

some theoretical guarantees. Future work can also benefit from
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FOV 10◦ FOV 20◦ FOV 40◦ Reference

Fig. 12. The capability of neural networks to encode light fields with different field of views. With the FOV increasing, the neural network tends to compromise

its spatial resolution. Note how the head of the dragon in the FOV 40◦ case gets blurrier than others.

0.8 mm 1.6 mm 6.5 mm Reference

Fig. 13. Investigation of display thickness. We train neural networks to encode a light field of the Dice scene using different thickness of the display. Small

thickness leads to contrast loss. Note the bright dots on blue and red dices are missing for thickness 0.8 mm and 1.6 mm.

Fig. 14. Comparison of a rendered test view (left) with its reference (right)

on the Book scene. The reference image has infinite depth of field. When

encoding the light field onto a display of 12.5 mm thickness, only limited

depth of field (left) is exhibited.

using improved ray casting procedures that can leverage space-

partitioning data-structures (e. g., Octrees) in a multi-resolution

manner [Liu et al. 2020; Srinivasan et al. 2020].

In this work, we assume no scattering occurs in the volume. For

the printed prototypes, the effects of scattering is rarely noticeable

so the assumption holds here. For printing materials with significant

scattering, the scattering effects need to be addressed along with

absorption at the same time and we leave it as a future step. In

addition, we use uniform back-lighting in the design and this can

be extended to directional lighting.

8 CONCLUSION

We have proposed a novel and practical approach for printing input

light field imagery as an attenuation-based physical volumetric dis-

play. We utilize a neural network that encodes the input light field

data as a continuous representation of the medium density. With

our implementation of a volumetric ray casting process, we can

train our neural network end-to-end. We have demonstrated the

effectiveness of our approach in comprehensive simulation experi-

ments. Our approach significantly outperforms, both qualitatively

and quantitatively, the existing multilayer approach and the grid-

based approach with a similar number of unknowns. Essentially,

our approach takes advantage of the fact that MLPs are more com-

pact function approximators compared to uniformly sampled grids,

which allows us to achieve higher resolution and higher quality light

fields compared to the baseline techniques. We validate our simula-

tion with fabricated prototypes. Our approach also allows printing

light fields as either planar or non-planar volumetric displays.
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